Diminished Reality System Based on Open-source Software for Self-driving Mobility
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ABSTRACT

The diminished reality (DR) techniques that visualize blind areas in road environments are expected to prevent accidents and to reduce passengers’ stress or anxiety. However, the feasibility of such techniques is still unclear because most researches on DR for road environments are based on the assumption of the availability of specific sensor arrangements and infrastructures, which are not guaranteed to spread in the future. In this research, we propose a novel design to implement a DR system for rendering ghosted hidden background areas using various sensor data for self-driving. Our major assumption is that a number of automotive vehicles run around the world in the near future and their sensors and program modules are available for other purposes. In our experiments, we confirmed that hidden area can be visualized by using such data and modules.

Index Terms: Human-centered computing—Human computer interaction—Interaction paradigms—Mixed/augmented reality; Modeling and simulation—Computer graphics—Graphics systems and interfaces—Mixed/augmented reality

1 INTRODUCTION

The diminished reality (DR) techniques [9] in car, which visualize road scenes occluded by buildings and other automobiles [13], potentially contribute to providing the driver and fellow passengers with a sense of security as well as the safety. In the case of SAE J3016 (2016) autonomy levels 3 or 4, drivers are required to partially operate or response to the system and responsible for accidents in Japan. Such visualization techniques allow to inform the existence of pedestrians and cars to passengers, and potentially prevent accidents in advance. Even in the case of level 5, which does not require the existence of a driver, DR techniques can inform causes of sudden stops to the passengers and potentially provide a sense of security [14].

Most of the previous studies on DR applications on roads have been performed experiments using dedicated devices and infrastructures. Kojima et al. proposed a system that visualizes the dead angle which is not visible through side and rear-view mirrors [8]. In this research, they assume a road surveillance camera installed in a utility pole. Rameau et al. proposed a different type of system that visually eliminates vehicles running in front of the ego-vehicle and visualizes the hidden scene [13]. For the visualization, they performed texture-mapping to a point cloud obtained from a stereo camera mounted on a leading vehicle and sharing the point cloud with the ego-vehicle via wireless network. There are several researches similar to this as mentioned later. In such researches, ghosting algorithms and hardware configurations are specialized in image synthesis of the front vehicle.

The goal of this study is to confirm the applicability of a software platform for self-driving to DR-based visualization in road environments. The software platform we adopt is Autoware [6], which is designed not only to simulate self-driving algorithms but also to control real autonomous vehicles. Autoware is based on the robot operating system (ROS), which is the robotics middleware consisting of various program modules with high reusability. We designed a ROS-based DR module and its connections to other modules of Autoware to demonstrate that DR applications can be implemented without installing additional special sensors in environment or vehicles in the near future where many self driving vehicles move around the environment. To confirm the feasibility of our design, we applied our system to two sets of image and LiDAR (Laser Imaging Detection and Ranging) point cloud containing static and dynamic objects to be ghosted.

2 RELATED WORK

2.1 Mixed/Diminished Reality in Road Environments

The group of Kitahara, Kameda, and Ohta in Tsukuba University have explored various applications of mixed/diminished reality techniques to road/vehicle environments [15]. For example, Sasai et al. [14] proposed a system to visualize road surface with predicted wheel trajectories. They demonstrated one evidence of the fact that this kind of visualization allows to reduce passengers’ anxiety.

Another typical application of diminished reality is visualization of far-front view occluded by the front vehicle [2, 5, 11]. Real-time rendering using camera images acquired from a real vehicle has achieved [13]. Our research does not aim to such a specific situation.

One similar research field is rendering point cloud data of LiDARS [7, 10]. We are in a position not to study such basic rendering techniques themselves, but to adopt appropriate ones. Our current experiments rely on an original point-based rendering method which is easy to implement.

2.2 Framework for Self-driving Car

In addition to Autoware [6], several software platforms for self-driving simulation have been released. Carla-simulator1 is also an open-source simulator for self-driving research [3]. This platform provides Python interface and virtual environment model. A similar platform AirSim2 has been released by Microsoft [16]. An online educational service Udacity’s Self-Driving Car Nanodegree Program also release open source programs based on Autoware. Since it is possible to acquire additional dataset by ourselves, we selected Autoware as a platform compatible with Tier IV’s real sensing data acquired in Japan.

Autoware adopts various existing basic technologies such as localization [1, 17], mapping [19], object detection [4], object recognition [20], pass planning, and vehicle controlling. This research is not in a position not to discuss improvements of individual technologies, but to challenge implementing a DR technique on the platform with high practicality and re-usability.

1https://github.com/carla-simulator/carla
2https://github.com/Microsoft/AirSim
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3 DIMINISHED REALITY SYSTEM BASED ON AUTOWARE

3.1 Autoware Modules Related to DR

Autoware is a combination of various basic modules implemented on Robot Operating System (ROS). ROS follows the publish/subscribe model, which allows to connect additional modules. The main modules in Autoware are summarized as follows:

- **Sensing** modules acquire data from various sensors such as LiDAR, RGB camera, GPS, and inertial sensor.
- **SLAM** modules compute a single integrated point cloud (3-D map) and pose of the LiDAR device from range data of the LiDAR.
- **Localization** modules also estimate the pose of the LiDAR device by matching the current range data to the existing 3-D map.
- **Dynamic object detection** modules detect vehicles and pedestrians from the current range data and RGB image.
- **Static object detection** modules extract static objects such as signals on image from current ego-vehicle pose, the current RGB image and a vector map, which stores the positions of static objects such as signals, buildings and lanes. The modules return fine positions of those and signal status.
- **Route finding** modules find the detailed routes and appropriate velocity from a vector map and the current pose of the ego-vehicle.
- **Vehicle control** modules control the ego-vehicle by using the pose of the ego-vehicle, the suitable velocity, and the decided route.

We reuse the underlined modules listed above for the DR system. Besides these, the static and dynamic recognition modules rely on the projection module that projects the range data or point cloud of the LiDAR onto an image and can be used for image generation in DR.

3.2 Design of DR Module

The DR module is designed to receive data from three information sources as input. First, the 3-D target area and the RGB image with its camera parameters are acquired directly from the ego-vehicle itself. Second, the hidden background image with its camera parameters are received through the V2V or V2I network. Finally, a required part of the 3-D map is received from a server through the V2I network. Given these pieces of input information, the DR module outputs a video see-through image where the area of the target object should be semi-transparent. The video see-through image superimposed on the image is output. We assume it is known which part of the global point cloud and which image frame of all the images in the database correspond to the current view.

The hidden background rendering implemented in the DR module is based on a traditional point-based rendering method. The point cloud in the 3-D map is projected onto the hidden background image to obtain texture as patches. The same point cloud is also projected onto the camera image of the ego-vehicle to overlap the patches. The LiDAR’s pose is obtained from the SLAM module and the camera pose is calculated by multiplying the LiDAR-camera calibration matrix with the LiDAR pose matrix.

In order to support depth order perception, the projected patches are blurred by a Gaussian kernel with a standard deviation 10 pixels, and the edges of the target object are overlaid.

3.3 Design of Connections & Simplification

Figure 1 shows our proposed framework using Autoware software modules. We assumed that there is a database server which provides and send a subset of the whole dynamic map and image frames according to a request form the ego-vehicle. The dynamic map consist of multiple layers, each of which stores either 3-D point cloud, images, vector map, or dynamic object information. The DR module mainly relays on SLAM\(^1\) modules and projection module to render a hidden background image form the point cloud data and images sent from the database and another vehicle as an observer of the background.

We simplified this framework for our early experiment without the database server or the observer vehicle. For this purpose, the current experiment follows the framework shown in Figure 2. Additionally, we replaced the data acquired by the observer vehicle to the data acquired at the different frame in the same sequence. We use one frame where the target object occludes the background, and another frame where the background can be seen from the same vehicle.

4 EXPERIMENT

4.1 Input Data

In order to confirm that the ghosted image can be generated only from the data that a vehicle acquired for self-driving, we used an existing dataset provided by Tier IV Inc. for testing self-driving algorithms. Tier IV provides a number of datasets containing sequences of sensor data such as images, point clouds of LiDAR, and GPS positions acquired by the automotive vehicle in road environments in the BAG format of the ROS. As of July 20, 2018, there are 28 BAG files, all of which contain camera images for object recognition.

The data sequence in the BAG file contains time stamp and can be used for object detection. Following these criteria, we chose two parts of the image sequence according to the following criteria: (i) The object is hiding the background from the camera position of a certain frame, and the background can be seen from the camera position of another frame. (ii) The background is static and has a characteristic texture. Following these criteria, we chose two parts in the same BAG file named anjo_01_2017-02-23.bag.

In the first part, the 963-th frame contains an advertisement board (target) hiding a background board (hidden background), as shown in Figure 3 (a). In the 989-th frame, the background can be seen from

---

\(^{1}\)Simultaneously localizing and mapping [18]
Autoware requires much time and a number of manual steps to perform on multiple frames. The PnP problem using these pairs were solved using a function solvePnP of the OpenCV. Such manual processing can be replaced by a self-calibration method [12].

4.3 Results & Discussions

Figure 4 and Figure 5 show the process of generation of ghosted images of static and dynamic objects, respectively. In Figure 4(a), the rectangle shows 2-D region of interest (ROI) manually specified. The white advertising board containing a red curved arrow is the target object to be semi-transparent. (b) shows the extracted edges in the same region. The red dots in (C) indicate the projected point cloud. In (d), the background patches were projected. The same region was blurred and the textured edge pixels were overlaid in (e).

What can be judged from these figures, especially (c), is lack of the accuracy of the camera pose. A part of the point cloud corresponding to the electric pole was overlaid at a slightly shifted position. As shown in (d), the result rendered by our simple patch-based method contains the artifacts due to patch boundaries. Such artifacts became inconspicuous by blurring and foreground overlaying as seen in (e). For the purpose of grasping the rough state of the background scene, this level of image quality seems sufficient. In Figure 5, the similar things can be observed.

However, in each experiment, two frames were picked up from a single image sequence, and we dealt with these frames as the camera images of the ego vehicle and another vehicle. This set-up works advantageously in such image generation. Specifically, since temporal difference of the two frames was small, the changes in the illumination condition and camera position were small. Therefore, it is required to test the same conditioned experiments using two sets of sensing data from completely different vehicles.

5 Conclusions & Future Work

We proposed a novel implementation design of a DR module which allows to present a ghosted view of a static background scene occluded by a static/dynamic object. The DR module was designed based on the Autoware, open-source software for self-driving mobility. Our experiments were conducted by using only an existing dataset provided for simulation of self-driving using the Autoware. This demonstrates the feasibility of the diminished reality system. In other words, in the environments where self-driving vehicles are popular enough, the DR can be realized only by adding a simple DR module without adding any new devices.

We will extend the current design for the case where there are dynamic objects in the background scene.
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Figure 4: Ghosted image of a static object.

Figure 5: Ghosted image of a dynamic object.


